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ABSTRACT 

 

Proficient handling of data is a skill gaining importance with the increasing amount and availability 

of data. Therefore, promoting data literacy should begin in everyday school life. The foundation for 

this is formed by competence models for data literacy, which include the sub-skill of data collection 

that has so far been inadequately considered in K–12 education. This study investigates the 

relevance of data collection through pedagogical intervention research with learners aged 14 to 17 

years. The evaluation highlights the benefits of personal data collection—data collection in one’s 

own environment and in virtual reality—as part of a holistic approach to teaching data literacy. 

This work extends existing approaches regarding the importance of data collected by students for 

their own use through sensors for a reflective and critical understanding of data. 
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1. INTRODUCTION 

 
Living in today’s society requires skills that respond to the developments of digitalization and 

globalization, such as the 21st-century skills (Vuorikari et al., 2022). These skills include not only 

certain basic competencies and character traits but also the “4Cs” of communication, collaboration, 

creativity, and critical thinking (Fadel et al., 2015). Critical thinking, especially, is of great importance 

in order to make informed decisions in times of fake news and social media. Data form the basis for 

many decisions as well as for innovation and progress (Engel et al., 2022). Therefore, a reflective and 

critical approach to data is essential for participating responsibly in societal life (Ridgway, 2016). This 

approach is described as data literacy and complements the forward-looking competencies of the 21st-

century skills (Van Audenhove et al., 2024). At present, the availability of datasets is growing rapidly 

—keyword big data—yet the necessary knowledge to deal with the data is not being developed 

comprehensively (Engel et al., 2022; German Informatics Society, 2024). To address this knowledge 

gap, the teaching of data literacy should begin in early childhood education (Matthews, 2016). The 

foundation for this is provided by international competence models that help shape the educational 

landscape and take into account current issues of digitalization, such as the European Commission’s 

(2024) initiative, European Skills, Competences and Occupations (ESCO), and DigComp 2.2: The 

Digital Competence Framework for Citizens (Vuorikari et al., 2022). The Pre-K–12 Guidelines for 

Assessment and Instruction in Statistics Education II (GAISE II; Bargagliotti et al., 2020) also 

emphasized the importance of statistical thinking and data literacy in a data-driven world. GAISE II 

highlighted that the process of statistical problem-solving is of significant importance and encompasses 
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the following four components: (a) formulate statistical investigative questions, (b) collect/consider the 

data, (c) analyze the data, and (d) interpret the results. These four components should be integrated into 

school education to impart competent handling of data and thereby enable responsible participation in 

society (Arnold & Franklin, 2021; Gould, 2021). A prerequisite for comprehensive and 

transdisciplinary teaching of data literacy is the establishment of respective school or country curricula. 

In the four countries of Ireland, the Netherlands, Austria, and Lithuania, the aspects mentioned above 

that are relevant for competent data handling are considered in their K–12 education guidelines 

(German Informatics Society, 2024). Curricula for a comprehensive strengthening of data literacy can 

only be found to some extent in Germany and Finland, whereas in the other European Union (EU) 

countries, data literacy is not mentioned at the political level (German Informatics Society, 2024). 

Moreover, the school curriculum for statistics does not adequately prepare students for dealing with 

real data because the focus is on mastering mathematical techniques rather than understanding and 

interpreting data (Ridgway & Nicholson, 2010). 

Discrepancies can be identified between the curricula of different countries mentioned, as well as 

between the curricula and the overarching guidelines for promoting data literacy. Research also reveals 

different priorities when it comes to strengthening data literacy in education. Within research reported 

in the last 10 years, a large percentage of the studies focused on the teaching of data literacy in K–12 

education limited their designed and evaluated project units to the area of data analysis (Witte et al., 

2024). In contrast, significantly fewer articles covered data collection by learners—a focus that, in 

addition to the area of data evaluation, would make it possible to address the entire field of data literacy 

and the statistical problem-solving process (e.g., De Oliveira Souza et al., 2020; Frischemeier, 2020; 

Lee et al., 2022). Personal data collection—data collected by students for their own use—represents a 

way to produce real datasets. Working with real and authentic datasets offers potential for students to 

gain a deeper understanding of the data (De Luca & Lari, 2011; Ucar & Trundle, 2011) than working 

with contrived data. In addition, there presumably is a connection between learners’ familiarity with a 

dataset, such as through data collection, and their ability to analyze it critically. 

The imbalance in the consideration of different sub-skills of data literacy, particularly between data 

collection and data analysis, should be critically examined. After all, active participation in society 

requires competent handling of data, including all sub-skills, which can be accomplished through 

interdisciplinary and comprehensive teaching of data literacy (Engel et al., 2022). Therefore, the 

question arises as to what significance personal data collection can have in terms of a comprehensive 

teaching of data literacy. Additionally, the question is whether alternative approaches to regular data 

collection, such as data collection in virtual reality, can open up new potential for students’ learning. 

Although the increased effort and the difficult integration of personal data collection into the school 

routine may be possible reasons for the infrequent consideration of this sub-skill, new technologies 

offer more flexibility and time savings (Shute et al., 2017). With the help of Immersive Virtual Reality 

(IVR), activities from the real world can be transferred to the virtual world (Maresky et al., 2019). 

However, the insights into the effectiveness of using IVR are predominantly subject-specific at this 

point and cannot be generalized, thus opening up another area of investigation (Liu et al., 2017). 

This paper demonstrates the extent to which the aspect of personal data collection by learners can 

impact other areas of skills within areas of data literacy, particularly in terms of a deeper understanding 

of data in the context of data analysis. Thus, the relevance and influence of the sub-skill of data 

collection on students’ acquisition of comprehensive data literacy are highlighted. For this purpose, 

pedagogical intervention research is used to evaluate (a) data collection by learners in reality, and (b) 

data collection in IVR, in order to enable data collection in the classroom and simultaneously at virtual 

locations that would otherwise be inaccessible. This study creates a research-based foundation for 

subsequent modifications in the teaching of data literacy in both in-school and extracurricular settings. 

To explore this topic in greater detail, this paper first focuses on the sub-skill of data collection within 

the construct of data literacy, using examples such as citizen science projects. Subsequently, IVR is 

presented as an alternative to traditional classroom scenarios. The presentation of the pre-post study 

design, as well as the presentation and discussion of the results, ultimately provide implications for 

sustainable teaching of data literacy in everyday school life. This article focuses on the generation of 

real data using sensor-equipped measuring devices but does not address learners’ design of 

methodology, nor their selection and placement of sensors. These latter aspects are considered within 

the domain of consider and gather data. The consider and gather data domain encompasses a variety of 
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sub-skills, with personal data collection within the context of citizen science projects or similar 

initiatives being one of them (Lee et al., 2022). 

 
2. THEORETICAL BACKGROUND 

 

2.1.  DATA COLLECTION AS PART OF COMPETENCE FRAMEWORKS 

 

Data literacy involves the ability to engage with datasets and data visualizations in a reflective and 

critical manner, thereby creating the foundation for informed and participatory involvement in the 

digital society (Ridsdale et al., 2015; Schüller, 2022). The evaluation of existing data is particularly 

necessary for an individual to identify misinformation and refute fake news (Carmi et al., 2020). 

However, to be able to generate information from data oneself, one must carry out an analysis and 

interpretation of available datasets (Engel, 2017). Data literacy not only encompasses dealing with 

existing datasets, but also includes the personal production of data, for example, in the context of 

personal data collection and acquisition (Lee et al., 2022). Rubin (2021) emphasizes the importance of 

critical reflection throughout the whole data collection and interrogation process. The ability to handle 

data is, therefore, very comprehensive and characterized by interdisciplinarity, meaning the connection 

of different disciplines (Engel, 2017). Statistical literacy builds the foundation for critically engaging 

with data and functions as a key competence of data literacy (Ben-Zvi & Garfield, 2004; Schield, 1999). 

It combines two main components: knowledge elements and dispositional elements, which together 

encompass both mathematical skills and context-based critical thinking (Gal, 2002). Over time, 

researchers have shifted focus from the concept of statistical literacy toward data literacy, with a 

growing focus on data within the process of inquiry (Burrill & Pfannkuch, 2024; Friedrich et al., 2024; 

Schreiter et al., 2024). According to Gould (2017), statistical literacy and data literacy remain closely 

connected. Moreover, they share a common overarching objective: fostering a competent and critical 

approach to data and information, allowing individuals to navigate and act reflectively in a data-driven 

world (De Veaux et al., 2022; Gould, 2021; Guler et al., 2016). A detailed look at various definitions 

and competence models shows that different sub-skills are required to meet the demands of competent 

data handling (Bargagliotti et al., 2020; Gould et al., 2016; International Data Science in Schools Project 

(IDSSP) Curriculum Team, 2019). For example, Lee et al. (2022) broke down working with data into 

six interconnected areas in their Data Investigation Process framework: frame problem, consider and 

gather data, process data, explore and visualize data, consider models, and communicate and propose 

action. Among other things, they emphasized the consideration of real-world problems and questions, 

the inclusion of relevant data, and the identification of potential biases and ethical issues. Regarding 

data collection, they specifically addressed understanding and questioning the appropriateness of a data 

collection method, as well as evaluating the research conditions and the validity of the data (see Figure 

1). 

 

 
Figure 1. Data Investigation Process framework (Lee et al., 2022) 
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 In contrast, Wolff et al. (2016) focused on five sub-skills in a linear sequence in their competence 

framework for data science education: problem, plan, data, analysis, and conclusions. Their framework 

was based on the investigative cycle of Wild and Pfannkuch (1999), which served as a foundation for 

teaching statistical thinking and problem-solving with data. In their model, Wolff et al. (2016) viewed 

solving a real-world problem and establishing an ethical framework as prerequisites for using self-

collected or acquired data to answer a question. Here, too, the evaluation of the validity of the data used 

was mentioned. The Digital Competence Framework for Citizens (DigComp 2.2; Vuorikari et al., 2022) 

also highlighted the role of data literacy in a digitalized society and approached it from two perspectives: 

(a) using data and (b) understanding data. The latter perspective includes the sub-skills of observing, 

analyzing, evaluating, and reflecting, whereas the former perspective includes sub-skills of interpreting, 

navigating, collecting, processing, and presenting. However, these two perspectives are not equally 

weighted. In their review of the DigComp 2.2 report, Van Audenhove et al. (2024) noted that the area 

of understanding data, particularly in terms of security and privacy, was mentioned significantly more 

often and was thus given more importance than the area of using data in the mathematical and scientific 

sense. The sub-skill of data collection was mentioned only once in the report (Van Audenhove et al., 

2024). 

With regard to other competence models in the area of competent data handling, the unequal 

consideration of different sub-skills can also be observed. For example, Büscher’s (2022) competence 

model, Selective and Imaginative Reading of Statistical Information, focused on the sub-skills of data 

organization, data analysis, data visualization, data interpretation, and data evaluation, thereby 

emphasizing the reading of existing data rather than data production. The latter also applies to the 

Theoretical Framework of Statistical Literacy (Kurnia et al., 2023), which included the individual steps 

between the sub-skills of data analysis and evaluation. The Statistical Literacy Process (Koga, 2024) 

likewise did not include the sub-skill of data collection. In addition to the competence models discussed 

earlier by Lee et al. (2022), Wolff et al. (2016), and Wild and Pfannkuch (1999), the sub-skills of define 

question, plan study design, and collect/acquire data were also emphasized in the statistical problem-

solving process from GAISE II (Bargagliotti et al., 2020) and the IDSSP Framework (IDSSP 

Curriculum Team, 2019). 

Although the competence models mentioned vary in some aspects, they all address the same goal 

of using data to find well-founded solutions to real-world problems for which critical and statistical 

thinking are fundamental prerequisites (Gould, 2021). However, as mentioned at the outset and 

supported by academic research, the sub-skill of data collection is often neglected in theoretical models 

and receives little attention in the context of practical implementation in school. Because the basic skills 

of data literacy are expected to be taught in K–12 education (Robertson & Tisdall, 2020), this imbalance 

must be questioned in light of the goal of teaching a critical approach to data. Therefore, the following 

section takes a closer look at the relevance of data collection. Although some competency models 

include the selection of methodology and measuring instruments within this sub-skill, the term ‘data 

collection’ is hereafter understood as the act of gathering data by learners themselves, without 

necessarily incorporating the preceding or subsequent processes. 

 

2.2 DATA SCIENCE EDUCATION WITH REAL WORLD DATASETS 

 

The foundation for data literacy lies in working with data. The sources of these data are diverse, 

ranging from personally collected data through sensors, surveys, or observations, to existing data tables 

in school textbooks for mathematics instruction. Studies suggest that the origin and thematic focus of 

data can influence learners’ motivation and work habits. For example, Ucar and Trundle (2011) 

highlighted that using archived data not collected by students was logistically practical and enabled 

effective teaching in the context of data-based decision-making in schools. However, working with 

authentic datasets provides learners with a deeper understanding of the dataset compared to the 

traditional approach, where archived, printed data is used (Ucar & Trundle, 2011). 

Additionally, learners working with real datasets tend to learn more thoroughly and have a better 

grasp of scientific concepts, such as data-based decision-making, than those who do not have access to 

authentic data (De Luca & Lari, 2011). Cross-disciplinary reinforcement of computational skills and 

efficient preparation for everyday life and the workplace are two further aspects associated with project-

based work using authentic datasets (Erwin, 2015). Moreover, the aspect of increased intrinsic 
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motivation among learners through work with real data should not be overlooked. Erwin (2015) 

highlighted three pillars: real data, real learning, and real data literacy. In this regard, open data—freely 

available datasets—allows access to real and authentic data for working with learners (Gould, 2017; 

Ridgway, 2016). Atenas et al. (2021) saw potential in working with open data, particularly in terms of 

inquiry-based learning and the strengthening of transdisciplinary skills, such as critical thinking, 

collaboration, and the use of digital media (Atenas et al., 2021). The origin of open datasets is variable 

and can be traced back to, for example, citizen science or participatory sensing projects, which focus 

on involving citizens in data collection (Gould, 2017). However, personal collection of data results in 

the datasets being in uncleaned form, which can pose challenges during non-trivial analysis (see, for 

example, Gould et al., 2017 and their study with teachers). Rubin (2021) also emphasized that already 

collected and provided datasets may contain hidden information that learners need to identify before 

analysis. The questions of who, when, how, where, and why can be used to check the validity of the 

data (Rubin, 2021). For this reason, Wolff et al. (2019) highlighted that personal data collection can 

lead to a more critical perspective on datasets. However, he emphasized that controlled studies were 

needed to understand the relationship between familiarity with data and the ability to question it 

critically (Wolff et al., 2019). Snee (1993) additionally emphasized that personal data collection enabled 

a connection between the learning process and reality. With regard to our data-driven world, the 

experience of personal data collection is therefore beneficial for answering context-related questions 

more reflectively based on the acquired experience (Teixeira et al., 2022). Additionally, mastering the 

sub-skill of data collection is essential for actively participating in public decision-making processes, 

for example, as part of a citizen science project (Engel et al., 2022; Teixeira et al., 2022).  

Active participation in the data collection process can be supported by technology-assisted 

measuring instruments, which can offer an advantage in terms of collecting large amounts of data while 

also providing insight into the black box of the digital world (Ben-Zvi et al., 2018; Biehler et al., 2023). 

Additionally, the collection of personal data using technologies can provide a practical and reflective 

approach to the field of big data (Biehler et al., 2023). One possible implementation of personal data 

collection is the use of a senseBox, as demonstrated by Podworny et al. (2022) and Biehler et al. (2018) 

in their evaluated teaching units to promote data literacy. The senseBox is a do-it-yourself kit that allows 

for the assembly and programming of a modular weather station. It is based on a microcontroller to 

which various sensors, such as temperature, ultraviolet (UV) radiation, and humidity, can be connected. 

These data can then be collected and displayed on a screen or stored on a secure digital card (Pesch et 

al., 2022). Additionally, there is the option to upload the collected data to the openSenseMap, an open 

environmental data platform where weather stations can be registered to store and visualize collected 

data (Pfeil et al., 2015). As a technology, the senseBox thus offers the possibility to collect and store a 

large number of authentic datasets, making it a suitable tool for personal data collection with sensors 

by students (Witte et al., 2023). 

 

2.3 EFFECTS OF VIRTUAL REALITY IN EDUCATIONAL SETTINGS 

 
Limited time and increased effort may explain why the data collection sub-skill is not adequately 

emphasized in education. With the help of the latest technologies, such as virtual reality, challenges 

related to data collection can be addressed, and teaching can shift to otherwise inaccessible 

environments (Maresky et al., 2019). In particular, IVR—where learners feel part of the computer-

generated 3D world through a head-mounted display and interact with it—offers potential for designing 

forward-thinking education (McGrath et al., 2018; Slater & Sanchez-Vives, 2016). As a result, space 

and time no longer need to be barriers to learning success, for example, during geographical excursions 

to hard-to-reach places (Shute et al., 2017). The limits of what is possible in the classroom are thus 

overcome, and scenarios that are difficult to replicate in reality, such as historical events or molecular 

processes, can be replicated using IVR (Fransson et al., 2020). Through the possibility of interaction 

and virtual participation, IVR can promote a deep understanding of certain processes in imaginary 

worlds (Slater & Sanchez-Vives, 2016). Especially in direct comparison between the learning 

experience in reality and in IVR, a shift from students assuming an observer role in traditional teaching-

learning scenarios to their direct involvement in IVR can lead to better learning outcomes (Wu et al., 

2020). These outcomes manifest in the form of additional knowledge and enhanced skill development 

among K–12 learners using a head-mounted display (Wu et al., 2020). Furthermore, IVR can counteract 
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loss of motivation and attention, contributing to increased interest and intrinsic motivation towards the 

subject matter (Melinda & Widjaja, 2022; Serrano-Ausejo & Mårell-Olsson, 2024). 

However, when learners are confronted with novel technologies, the resulting motivation and 

fascination can also increase their cognitive load and, consequently, lower their learning outcomes—

an effect known as the novelty effect (Miguel-Alonso et al., 2024). In addition, schools that implement 

IVR must commit resources, particularly for purchasing expensive hardware and for training the 

teachers who will use it (Stranger-Johannessen & Fjørtoft, 2021). The results of recent studies show 

that the use of IVR has a positive effect on learning outcomes in teaching and learning scenarios 

compared to less interactive methods (Hamilton et al., 2021; Papanastasiou et al., 2019; Villena-

Taranilla et al., 2022; Wu et al., 2020). However, further research on the use of IVR in K–12 education 

is needed because current results do not allow for generalizations due to the possible influence of 

various factors in IVR studies (Liu et al., 2017). One of the most significant parameters in this context 

is subject matter, which has often been classified as extracurricular to date (Matovu et al., 2023). 

Therefore, an assessment of the effectiveness of IVR should be subject-specific. In the context of school 

education, it is particularly important to consider topics from the curriculum that have been previously 

neglected (Matovu et al., 2023). The current study builds on this point. At the present time, there is no 

known evidence that learners have used measuring devices within an IVR to collect data on occurrences 

in the virtual world. Therefore, a separate environment has been developed using the Unity Real-Time 

Development Platform (https://unity.com/), which accurately reflects the scenario of reality (see Section 

4.2) (Unity Technologies, 2025). We used a ready-to-use virtual environment of a school from the Unity 

Asset Store and added virtual models of the senseBox to the Unity world. The movement and navigation 

on virtual school grounds to the senseBoxes was implemented in the GeoGami software, developed at 

the Institute for Geoinformatics (2024) of the University of Muenster (see www.geogami.org). 

 

3. RESEARCH QUESTION  

 
The previous discussions have underscored the importance of the sub-skill of data collection and 

the work with authentic datasets for a comprehensive promotion of data literacy. It was emphasized that 

more research is needed in the teaching of data literacy, particularly focusing on the relationship 

between familiarity with data and the ability to critically evaluate it (Song & Zhu, 2016; Wolff et al., 

2019). Furthermore, the potential of IVR for enhancing deep understanding was noted. Based on these 

insights, the following research questions arose, focusing on the influence of personal data collection—

in both real and virtual worlds—on the reflective and critical handling of data. Specifically, the focus 

is on the critical evaluation of a dataset after data collection has been conducted in different learning 

settings. The research questions are as follows. 

 

1. To what extent does personal data collection by learners in the real world influence their critical 

evaluation of the dataset? 

2. To what extent can the insights gained from data collection in real-world settings also be 

observed during data collection in IVR? 

 

As previously mentioned, working with authentic and realistic datasets can positively impact 

learners’ motivation. Because high motivation, in turn, has a positive effect on performance (Steinmayr 

& Spinath, 2009), it was hypothetically assumed that personal data collection by learners would 

positively influence the critical evaluation of a corrupted dataset in relation to question one. At the same 

time, learning settings in IVR can lead to a deeper understanding and higher motivation among learners 

compared to learning settings in less interactive scenarios. With regard to research question two, it was 

initially assumed that data collection through IVR would lead to a deeper understanding of data than if 

no personal data collection were to take place. However, during data collection in IVR, only the senses 

of sight and hearing can be engaged, whereas in reality, all five senses can be utilized by learners 

(Biocca, 1995). Therefore, the hypothesis related to the second research question was extended to 

suggest that the positive effects on data understanding would be higher in real-world data collection 

than in IVR-based data collection. The hypotheses set the stage for a study that examined these variables 

in depth, contributing valuable insights into how different modes of data collection might enhance 

critical data literacy in educational contexts.  

https://unity.com/
http://www.geogami.org/
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4. RESEARCH METHOD 

 

4.1.  STUDY DESIGN 

 

To address the research questions, a pedagogical intervention study employing a pretest and posttest 

design was conducted. The study followed a field-based, quasi-experimental research design involving 

two experimental groups and one control group. Experimental Group 1 (EG 1) conducted data 

collection on a school campus in the real world; Experimental Group 2 (EG 2) conducted data collection 

on a school campus in IVR; and the control group did not conduct any personal data collection. This 

study design allowed for testing the effectiveness of a pedagogical intervention, in this case, personal 

data collection under two different conditions. The aim was to pursue and evaluate a targeted change 

(McBride, 2016). 

 

Participants The study’s sample consisted of students from three different high schools in 

Germany. The three schools have a good to very good school social index, indicating a homogeneous 

student body and low levels of child and youth poverty, a small proportion of young people who do not 

speak the national language, and a low number of students with special educational needs (Ministry for 

Schools and Education of the State of North Rhine-Westphalia, 2025). To prevent any cross-group 

influence between the two experimental groups and the control group, each group was assigned to a 

separate school located at a significant distance from the other participating schools. Potential 

differences in performance between the groups were identified using a pretest to provide a uniform 

baseline. Additionally, due to the standardized curriculum within the federal state, it was assumed that 

the 14- to 17-year-old students had a similar level of knowledge. Regarding the study’s thematic focus, 

prior knowledge in European climate criteria and the temperate climate zone was expected (Ministry 

for Schools and Education of the State of North Rhine-Westphalia, 2019). The selected age group 

helped to ensure that students possessed basic mathematical competencies in statistical thinking and 

working, such as calculating relative frequencies, arithmetic means, and measures of spread (Ministry 

for Schools and Education of North Rhine-Westphalia, 2022), which were partly relevant for answering 

the items on the pretest and posttest. 

A total of n = 128 students participated in the study, comprising 40.6% females, 54.7% males, 0.8% 

non-binary, and 3.9% who did not specify their gender. EG 1 consisted of n = 43 students, EG 2 of n = 

31 students, and the control group of n = 54 students. The control group contributed to the internal 

validity of the intervention study and minimized the influence of confounding factors. 

 

Procedure The study was integrated into the everyday school curriculum within the subject of social 

studies, focusing on the topic of weather combined with the internationally required methodological 

competency of personal information gathering, including data collection (Bargagliotti et al., 2020; 

European Commission, 2024). Although both the control group and EG 1 participated in the study as a 

whole class, the implementation in EG 2 had to be carried out with one-on-one supervision due to the 

use of VR headsets. Nevertheless, the procedure was identical across groups. Initially, the topic of 

weather data was introduced by having students check the weather app on their smartphones and discuss 

where this data comes from and who collects it. The discussion led to the conclusion that the German 

Weather Service (DWD) collected and provided this data. Based on this, an image of a DWD weather 

station was shown to students, and the class discussed which weather data was collected under which 

regulations and conditions, and with which sensors. The focus was on environmental phenomena, such 

as temperature, UV radiation, precipitation, and air quality in the form of particulate matter. To be able 

to collect and publish data similarly to the DWD, the senseBox was introduced as a tool for personally 

collecting weather data (see Section 2.2). As an example of data collection using the senseBox, the fine 

dust sensor was presented, and a table of measured data on air fine dust pollution (particulate matter) at 

two different times from three different measuring stations was shown. The students then calculated the 

average for each of the three measuring stations. They decided which measurements appeared valid and 

which were skewed and needed to be discarded, for instance, due to the sensor’s proximity to a sandbox. 

This short lesson provided an opportunity, on one hand, to ensure that students had sufficient content 
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knowledge regarding standards for collecting environmental data. On the other hand, the 

methodological skills for analyzing (corrupted) environmental data were taught.  

Subsequently, the students’ individual baseline conditions were assessed through an anonymous 

pretest in pen-and-paper format for all three groups (see Figure 2). This pretest provided initial insights 

into the critical evaluation of datasets during data analysis by the students. For example, data series on 

temperature measurements were provided for evaluation, which were corrupted due to the different 

positioning of the measurement devices in the sun and in the shade. These data series were excerpts 

from a comprehensive dataset. This data choice ensured a focus on the topic relevant to the study and 

helped to avoid overwhelming students with working on big data without much prior experience. 

 

 

Figure 2. Study design of the pedagogical intervention research 

 

For the experimental groups, the intervention followed one week after the pretest was conducted: 

personal data collection on the schoolyard (EG 1) or on a computer-generated schoolyard in an IVR 

environment using a head-mounted display (EG 2). In both scenarios, the teacher had previously 

positioned five senseBox measurement devices equipped with temperature sensors at five different 

locations in the schoolyard. The different locations of the sensors were deliberately chosen so that by 

the afternoon, two of the devices would be exposed to direct sunlight, introducing the confounding 

factor of sun exposure that led to corrupted temperature data. The remaining three sensors were 

positioned in the shade, thereby adhering to the guidelines for accurate temperature data collection and 

providing valid measurements. 

During the intervention, the students read the temperature values from the displays of the senseBox 

measurement devices and recorded them in a pre-prepared table. In the IVR scenario, students navigated 

to the five locations, collecting data from virtual senseBox measurement devices. Like in the real-world 

condition, two sensors were placed in the direct sun, and three sensors were placed in the shade. 

Students verbally reported the readings and then recorded them in the table after removing the head-

mounted display. The confounding factor of sunlight was thus actively experienced. In reality, the 

senseBox readings varied depending on whether they were exposed to sunlight, which could be both 

observed and felt. In the IVR, the position of the sun for the afternoon scenario was predetermined, and 

accordingly, the readings on the displays of the senseBoxes placed in the sun and shade were fixed. 

Although warmth on the skin could not be felt, the position of the sun and the effects of sunlight were 

still visually observable (see Figure 3). 
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Figure 3. Experimental set-up (Screenshot of IVR) and temperature values recorded 

in the afternoon  
 

To ensure that the amount of time spent on the study-related topic was identical across all three 

groups, the control group continued working with the provided datasets in the following week instead 

of participating in the intervention. The open data repository for environmental data, openSenseMap, 

was utilized for datasets (see Section 2.2). Here, five sensors were pre-registered at five different 

locations on the school grounds. Instead of personally collecting data and actively experiencing the 

confounding factor of sunlight, the control group used the temperature data provided on the 

openSenseMap. The provided temperature data was read from a line graph together with the class and 

entered into the prepared table under instruction so that no errors would occur. Additionally, the 

positioning of the five senseBoxes on the school ground, the timestamp of the collected data, and the 

cardinal direction could be identified on the openSenseMap. The data provided there had the same 

structure as the personally collected temperature data to avoid deviations in the study design. The data 

for two sensors resembled the measurements taken in the sun, and the data for the remaining three 

sensors resembled the data measured in the shade (see Figure 3; measurement devices 2 and 3 deliver 

much higher temperature values than measurement devices 1, 4, and 5 in the shade). In addition, by 

starting the data collection in reality (EG 1), it was possible to create almost identical conditions for the 

other two scenarios so that the datasets for the posttest were almost identical and would have no 

influence on the results. 

The potential effect of the intervention was then evaluated by administering the posttest. Similar to 

the pretest, students once again analyzed the temperature data they had personally collected or read 

from the graphs on the openSenseMap. By calculating the average temperature and answering the 

corresponding questions, it was possible to assess whether the students had identified the confounding 

factor of sunlight and had conducted a reflective analysis of their data. 

 

Study Instrument The study instrument was divided into two versions following an identical 

structure: pretest and posttest. First, students provided personal information, such as gender and age, as 

well as an anonymous code to match the two tests. To introduce the tasks related to data analysis, a map 

of the school grounds, including cardinal directions and the positions of the five measurement devices, 

was presented. The map was embedded in a fictional scenario: classmates had set up these sensors and 

collected temperature data. The subsequent table contained the data collected by all five sensors at three 

different times. Students then answered the following question from the pretest, providing a calculation 

and reasoning, “What average temperature would the German Weather Service report for the morning?” 

(see Figure 4). The posttest contained the same question but referred to a period in the afternoon. 
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Figure 4. Task from the pretest (translated from German). The map on the left explains the set-up 

of the measurement devices. The table shows the temperature measured for each device. 

 
The challenge in answering the pre- and posttest questions was identifying sunlight as a 

confounding factor, and consequently, cleaning the dataset by filtering out distorted temperature values 

(e.g., 63 °C in the morning). These tasks allowed for assumptions to be made about the learners’ critical 

and reflective understanding of corrupted datasets. The table from the posttest, which referred to the 

afternoon temperature values, was initially incomplete and had to be completed by the students. They 

could use either the data they collected themselves (e.g., EG 1 and EG 2) or the data from 

openSenseMap (control group). After learners transferred their data into the table, the posttests became 

similar to the pretest. The procedure described was discussed in the plenary session in order to avoid 

errors that could bias the results. Additionally, an information sheet with an explanation and an example 

on calculating an average was provided with the test so that a lack of mathematical skills would not 

disadvantage the students in completing the test tasks. 

To provide evidence that the task design could yield data sufficient for answering the research 

questions, a pilot study of the pre- and posttest was conducted with n = 21 students under the same 

conditions as described in the study. Due to their age, school type, and background, they shared similar 

social characteristics as the students in the main study. The pilot study served two purposes. First, the 

pilot study verified the stability of the measurement results. Test-retest reliability was calculated using 

Pearson’s correlation coefficient. The results of the two test points were significantly correlated, r = 

0.94, p < .001, indicating a high stability of the measurement results over time. Second, the pilot study 

allowed for an evaluation and validation of students’ understanding of the task instructions. It is 

important to emphasize that the pre- and posttests represent an exemplary task designed to answer the 

stated research questions for the target group under consideration, aiming to identify initial trends and 

findings. The experiment was reviewed by an ethics committee of the respective university, and the 

learners, as well as their legal guardians, gave their informed consent to participate. 
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4.2.  STATISTICAL APPROACH 

 

To evaluate the pretests and posttests, a scoring system ranging from zero to two points was applied. 

The following coding was used for the distribution of points. If the corrupted data series were identified 

and excluded from the calculation of the result, one point was awarded. Another point could be earned 

if a justification for excluding the data series was provided. To be considered correct, this justification 

had to include at least one of the following words: sun, shade, unrealistic, unusually high, or atypical. 

Therefore, two points could be achieved if both aforementioned criteria were met. Zero points were 

awarded if neither criterion was met. Scoring on a scale from zero to two points allowed for an 

assessment of the extent of the learners’ reflective understanding of the data (see Table 1). 

 

Table 1. Categorization and rating of answers for the pretest and posttest 

 

Category Definition Example 

1) No critical 

consideration 

of the 

corrupted 

dataset  

  

2) Partial 

critical 

consideration 

of the 

corrupted 

dataset   

 

 

 

 

 

 

3) Critical 

consideration 

of the 

corrupted 

dataset 

The calculation to provide the average temperature for 

the morning is incorrect, meaning the corrupted data 

were not identified/filtered out. Additionally, there is 

no justification, or reasoning about the result is from a 

mathematical perspective.  

Score: 0 points 

 

2a) The calculation to provide the average temperature 

for the morning is correct, meaning only valid data 

were included, and falsified data were identified/ 

filtered out. However, there is no justification, or 

reasoning about the result is from a mathematical 

perspective. 

Score: 1 point 

2b) The calculation to provide the average temperature 

for the morning is incorrect, meaning the corrupted 

data were not identified/filtered out. However, there is 

justification for the result from a contextual or 

thematic perspective.  

Score: 1 point 

 

The calculation to provide the average temperature for 

the morning is correct, meaning only valid data were 

included, and falsified data were identified/filtered 

out. Additionally, there is justification for the result 

from a contextual or thematic perspective.  

Score: 2 points 

Result: 42.8 degrees Celsius 

“I added the averages of all 

stations and then divided by the 

number of stations.” 

 

 

Result: 27.9 degrees Celsius 

“27.9 degrees Celsius is the 

result of calculating the 

average.” 

 

Result: 42.8 degrees Celsius 

“The values from stations two 

and three are unusually high 

(perhaps they were in the sun). 

Therefore, I filtered out this 

data.” 

 

Result: 27.9 degrees Celsius 

“I filtered out two datasets (S2 

and S3). They are far too high 

for our region, and 

temperature is usually 

measured in the shade.” 

 
For the analysis of these data, a frequency analysis was first conducted to obtain information about 

the sample. Descriptive statistics and bootstrapping with 1000 repetitions were then performed to 

provide robust estimates of the means and confidence intervals. Because the data were not normally 

distributed, the Mann-Whitney U test served as the basis for calculating rank means and p-values. All 

analyses focused on the difference between the pre- and posttest scores, taking the initial conditions 

into account. Consequently, the difference between pre- and posttest scores calculated for each student 

was considered for the Mann-Whitney U test. Additionally, a multiple test correction was applied by 

adjusting the confidence interval to 97.5% and p to be less than .025. A key interest was the relationship 

between the intervention and the difference between the pre- and posttest, particularly in comparing 

differences between (a) EG 1 (Reality) and the control group, (b) EG 2 (IVR) and the control group, 
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and (c) EG 1 (Reality) and EG 2 (IVR), which is presented in the following section. The analyses were 

conducted using IBM SPSS Statistics Software (version 29.0.2.0 for macOS). 

 
5. RESULTS 

 

The evaluation of results from the pre- and posttests provides insight into both the effect of personal 

data collection in different learning settings on data analysis and the students’ baseline understanding 

of critical reflection on datasets during the data analysis process. The latter can be assessed after 

analyzing the pretest results. Out of a total of n = 128 pretests, two were invalid. Among the remaining 

n = 126 pretests, 86.5% of the responses received zero points, 5.6% received one point, and 7.9% 

received two points. Small differences were observed between the initial conditions of the two 

experimental groups and the control group. EG 2 (IVR) had the strongest initial conditions, with seven 

out of n = 31 students (22.6%) scoring two points on the pretest. The control group followed with three 

students (6%), each scoring two points (see Figure 5). The low scores in the pretest underscore the need 

for changes in the teaching of data literacy and called for a closer examination of the intervention’s 

effect. An overview of the results is found in Figure 5, which will be discussed in more detail below. 

 

 
 

Figure 5. Percentage of students who achieved zero, one, or two points for the pretest and posttest 

 

5.1.  DATA COLLECTION IN REALITY VERSUS NO DATA COLLECTION 

 

A comparison between the pretests and posttests for EG 1 (Reality) and the control group 

demonstrated how personal data collection on the school grounds can lead to a more critical and 

reflective understanding of data. With n = 6 invalid posttests, the sample size available for analysis was 

n = 89 students. Of these, n = 49 belonged to the control group, and n = 40 belonged to EG 1 (Reality). 

EG 1 (Reality) achieved a mean score of M = 0.10 for the pretest and improved to M = 0.95 for the 

posttest. This corresponded to an increase in means of 0.85, meaning that participants scored on average 

0.85 points higher in the posttest compared to the pretest. The 97.5 % confidence interval of [0.55, 1.16] 

supports the conclusion that the average increase is between 0.55 and 1.16 points with high confidence. 

In contrast, the control group showed a smaller increase, moving from M = 0.14 for the pretest to M = 

0.22 for the posttest. Thus, the increase in means amounted to 0.08 with a 97.5% confidence interval of 

[-0.02, 0.22], indicating that no meaningful improvement occurred between the pretest and the posttest. 

This difference in development between the pretest and posttest was further supported by the Mann-

Whitney U test. Although the control group had a mean rank of MRank = 34.74, EG 1 showed a mean 

rank of MRank = 57.56 with U = 477.5, Z = 5.060, p < .001. The mean difference of MD = 0.77 and the 

corresponding p-value indicated an improvement of students in EG 1 compared to the control group, 
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highlighting the effectiveness of the intervention. Moreover, the mean ranks in combination with the 

effect size confirmed the stronger average improvement of EG 1 compared to EG 2. 

Figure 6 shows the development of posttest scores compared to the pretest scores for each group. 

A decline in performance occurred in only 2% of cases in the control group, whereas the majority 

(89.8%) showed no change. In contrast, in EG 1 (Reality), 30.0% of students gained one point and 

27.5% gained two points. 

 

 
 

Figure 6. Score changes from pretest to posttest in EG 1, EG 2, and the control group 

 

A qualitative analysis of the students’ responses shows that students in the control group 

predominantly justified their answers from a mathematical perspective: “I added all the stations and 

divided by five.” They thus described their calculation process for determining the average without 

embedding it in a broader thematic context (see the first category in Table 1). In the posttest, 84% of 

the control group and 40% of the EG 1 scored zero points. When students identified the sun as a 

confounding factor, their explanations were thematic: “The values from the stations whose temperatures 

were affected by the sun are not considered.” Alternatively, they pointed out that the temperatures for 

their region were unrealistically high, “The temperatures are unusually high and don’t make sense. 

Therefore, I discarded the two data series with unrealistic values.” This type of content-based reasoning, 

combined with correct calculations, was found in responses from 6% of the control group and 35% of 

EG 1 from the posttest (see the third category in Table 1). Ten percent of the students in the control 

group and 25% in EG 1 provided a thematic justification for the posttest without adjusting their 

calculations accordingly, or they gave a correct calculation without sufficient reasoning (see the second 

category in Table 1). 

 

5.2.  DATA COLLECTION IN IVR VERSUS NO DATA COLLECTION 

 

In the analysis of the posttest results, considering EG 2 (IVR) and the control group, a total of n = 80 

students were included after accounting for n = 5 missing or invalid tests. Among these, n = 49 students 

were from the control group and n = 31 from EG 2 (IVR). In the control group, an increase of one or 

two points compared to the pretest was observed in four tests (8.2%). Although the mean difference 

between the pre- and posttest was 0.08 points, students from EG 2 (IVR) achieved an increase of 1.06 

points with a 97.5% confidence interval of [0.67, 1.46], indicating a reliable improvement in 

performance. An increase of one or two points was achieved by 64.5% of the students in EG 2 (see 

Figure 6). The difference between pre- and posttest was further analyzed using the Mann-Whitney U 

test. A comparison of the two groups showed a lower mean rank for the control group (MRank = 31.74) 

and a higher mean rank for EG 2 (IVR) (MRank = 54.34) with U = 1188.5, Z = 5.121, p < .001. The 

higher average increase in points for EG 2 is evident from the difference between the mean ranks of 

both groups. In combination with the effect size and the p-value, the results indicate an effect of the 

0% 20% 40% 60% 80% 100%
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intervention in EG 2. A qualitative look at the students’ justifications and calculations once again 

highlights two contrasting perspectives. Figure 7 shows the calculation and mathematical justification 

for including all datasets. This approach was awarded zero points and was observed in 13% of the 

posttests from EG 2. In contrast, Figure 8 shows a calculation using only valid datasets, accompanied 

by a justification addressing the influence of sun and shade positions on the data. This approach received 

two points and was achieved by 71% of EG 2 for the posttest. The same number of students scored zero 

points in the pretest, resulting in an increase in the number of students from EG 2 who provided a 

content-based contextualization of the topic after the intervention in the IVR.  

 

 

Figure 7. Zero points in pretest 

(mathematical explanation, “37.562 degrees Celsius is the result, as it is the average of the average 

of the measurements from each station.”) 

 

 

 

Figure 8. Two points in posttest 

(thematic explanation, “Since the values from stations 2 and 3 appeared unrealistic (not measured in 

the shade), they were not suitable for the calculation.”) 

 

5.3.  DATA COLLECTION IN REALITY VERSUS DATA COLLECTION IN IVR 

 

The comparison of posttest results between EG 1 (Reality) and EG 2 (IVR) involved a total of 

n = 71 students. In EG 1 (Reality), n = 23 out of n = 40 students (57.5%) improved by one or two points 

on the posttest. In EG 2 (IVR), n = 20 out of n = 31 students (64.4%) showed similar improvements. 

Notably, EG 2 (IVR) exhibited a higher rate of two-point improvement (EG 1: 27.5%; EG 2: 45.2%), 

whereas EG 1 (Reality) predominantly saw a one-point improvement (EG 1: 30%; EG 2: 19.4%) (see 

Figure 6). Thus, the intervention contributed to a better performance on the posttest and potentially 

encouraged a more critical view of data, whether in IVR or in real-life situations. With regard to the 

differences in development between pre- and posttests in both experimental groups, no meaningful 

effects could be observed. The Mann-Whitney U test showed similar mean ranks, with MRank = 33.85 

(EG 1) and MRank = 38.77 (EG 2) with U = 706, Z = 1.060, p = .289. The mean ranks indicate similar 

average scores for both groups and, together with the low effect size, also suggest that there is no 

meaningful difference in the development of EG 1 and EG 2 based on the intervention. Table 2 presents 
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a summary of the average development of the scores achieved by each group between the pre- and 

posttest. 

 

Table 2. Score differences between pretest and posttest:  

Mean, standard error, and confidence interval for EG 1, EG 2, and control group 

 

        Mean        SE                      97.5% CI  

Control Group  

 

EG 1 (Reality) 

 

EG 2 (IVR)  

   .08                      .06                    [-0.02, 0.22]  

  

   .85                      .14                    [0.55, 1.16]  

 

  1.06                     .17                    [0.67, 1.46]  
    

 

6. DISCUSSION AND CONCLUSION 

 

6.1.  SUMMARY OF KEY FINDINGS 

 

The results of the pretest revealed that a large portion of learners who did not experience personal 

data collection were unable to critically interpret the provided datasets or recognize outliers in corrupted 

datasets. With only 13.6% of all students achieving one or two points for the pretest, significant 

knowledge gaps in reflective data understanding during data analysis were evident. However, personal 

data collection by students proved to be an effective measure for raising learners’ awareness of a more 

critical view of temperature data. The posttest results for EG 1 (Reality) showed that personal data 

collection improved the ability to critically interpret datasets and recognize confounding factors. After 

the intervention, more than half of the students in EG 1 improved their scores by one or two points, 

gaining a more critical and reflective perspective on the dataset affected by confounding factors. In 

contrast, only 8% of students in the control group improved their posttest scores. The mean difference, 

as well as the calculated p-value for the group comparison, indicated an improvement in the students in 

EG 1 compared to the control group, highlighting the effectiveness of the intervention. This result aligns 

with research on the use of open and authentic datasets, which can pose difficulties in analysis due to 

their unprocessed form, such as the presence of outliers in the dataset (Gould et al., 2017). The challenge 

of working with corrupted datasets is supported by insights gained from the pretests. Additionally, 

Rubin (2021) emphasized that learners needed to check the origin and validity of all datasets and 

identify potential confounding factors before analysis. The latter was easier for students in EG 1 

compared to the control group, allowing them to critically assess, clean, and attribute outliers to 

identified confounding factors. The results for EG 1 confirm the hypothesis of Wolff et al. (2019) that 

there is a relationship between familiarity with data, e.g., through knowledge of the conditions of data 

collection or through personal data collection, and the ability to critically question it. Thus, the 

hypothesis posed in Section 3 regarding the first research question—that personal data collection by 

learners can lead to a deeper understanding of data and a more critical view of datasets—was validated. 

The activities of EG 2 (IVR) allowed us to assess whether data collection in IVR can produce similar 

effects to data collection in reality. The results suggest that two-thirds of EG 2 students showed an 

improved from the pretest to the posttest. Notably, nearly half of the students achieved an increase of 

two points. In connection with the presented results, it suggests that personal data collection by learners 

within the IVR facilitates a more reflective and comprehensive understanding of the dataset during the 

data analysis process compared to conditions where learners do not engage in personal data collection. 

Because IVR allows for realistic simulation of learning scenarios, this assumption was supported by 

the results of the intervention in the real environment (EG 1). McGrath et al. (2018) highlighted the 

potential of a computer-generated and interactive 3D world, which was also recognized in this 

pedagogical intervention research. Additionally, the results can be explained by the fact that IVR can 

contribute to increased interest and intrinsic motivation towards the learning subject (Melinda & 

Widjaja, 2022; Serrano-Ausejo & Mårell-Olsson, 2024), which can, in turn, have a positive impact on 

performance on the posttest (Steinmayr & Spinath, 2009). The increased motivation and excitement of 
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using a novel technology for the first time may also explain the comparative results of the two 

experimental groups. The difference in posttest results is slight. In terms of score increase, EG 2 (IVR) 

had a small advantage of M = 0.21 points over EG 1 (Reality). The p-value and the confidence interval 

also indicated that the difference between the two experimental groups may not necessarily be 

attributable to the intervention. Similar results from both experimental groups can be explained by the 

fact that interaction with the learning subject occurred in both cases. IVR has an advantage over reality 

when direct involvement in IVR contrasts with a passive observer role in reality (Wu et al., 2020). 

Because a passive observer role of the students is not the case and interaction with the learning subject 

occurs in both scenarios, the similar results from the posttest can be accounted for. The hypothesis 

mentioned in Section 3, that the number of senses engaged can affect the impact of the intervention, 

cannot be confirmed. With regard to the second research question, however, the hypothesis can be 

verified in such a way that the effects of the intervention in the real world can be transferred to the 

virtual world. Consequently, personal data collection in IVR may provide an alternative means of 

fostering a reflective understanding of data. 

In terms of promoting data literacy in schools, it can be concluded that learners do not uniformly 

apply a critical perspective to corrupted datasets. With the increasing amount of open data, citizen 

science projects, and fake news, the challenge of taking a reflective view of data must be addressed. 

Pedagogical intervention research has shown that personal data collection by learners can be a means 

to foster critical and reflective handling of non-trivial or corrupted datasets. Whether the data collection 

took place in the learners’ real environment or in IVR with a head-mounted display was not relevant, 

as it allowed for the transfer of these results into school practice with two viable options. These findings 

underscore the importance of the sub-skill of data collection within the overall construct of data literacy 

and provide a recommendation for greater consideration of this sub-skill in the future design of teaching 

materials in K–12 education. 

 

6.2.  LIMITATIONS 

 

The study has contributed valuable information for the teaching of data literacy in education. 

However, there are also several limitations to note. Some limitations pertain to the study design. 

Pedagogical intervention research is characterized by being embedded within the students’ school 

environment, which can lead to differing learning settings between the two experimental groups (Kraft, 

2020). Due to the randomization at the classroom level within the school context, clustering effects 

within the data cannot be ruled out. In future studies, students within classes should therefore be 

randomly assigned to groups, or the approach applied here should be taken into account in the data 

analysis. For instance, the implementation of the intervention in the real world (EG 1) was dependent 

on the weather conditions of the data collection day. Selected days in June allowed for implementation 

on days with high sunlight and warm temperatures, making the confounding factor noticeable for 

students. Nevertheless, the extent of sunlight was uncontrollable and varied slightly with each 

implementation. 

In contrast, this factor could be controlled during the intervention in IVR (EG 2) and in the control 

group. The use of the head-mounted display in EG 2, however, resulted in the study being conducted 

in a 1:1 setting rather than in a classroom environment, which could lead to more thorough test handling 

and consequently better test results. Also, the learners who had already completed the pretest with one 

point or more did not have as much potential for improvement as students whose pretest scores were 

zero points. The use of a single task with a three-level evaluation limits the significance of the results 

but can serve as an initial indication for further investigations (see section 6.3). Additionally, solving 

mathematical tasks sometimes lacked real-world considerations, and task solutions might have been 

superficial (Wisenöcker et al., 2024). Although the tasks were not of a mathematical origin, calculations 

were necessary for solving them. It is possible that these mathematical operations became the focus for 

learners, thereby leading to less attention being paid to contextualizing the data and considering 

additional datasets.  
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6.3. FURTHER STUDY 

 

The identified limitations provide a basis for further studies. One avenue is to examine and compare 

the motivational effects experienced by both experimental groups to determine if this factor influenced 

the results. Ensuring external validity and replicating the findings would benefit from including a 

broader randomized target group. Moreover, the test task developed in this process could be further 

refined into a comprehensive testing instrument. For further investigations, test development following 

the Standards for Educational and Psychological Testing is recommended (American Educational 

Research Association et al., 2014) to ensure that the validity of interpretations about test results and 

fairness are assessed and considered at all levels. Additional tasks should be included in order to gain a 

more differentiated view of student performance beyond the evaluation of this single task. A test like 

this would facilitate an investigation into the impact of data collection on other sub-skills of data 

literacy, with particular emphasis on the skills learners require to independently conduct data collection, 

including the design of the methodology and the selection of appropriate instruments. 

Individual interviews with the learners could provide further insights into knowledge gains that 

were not apparent in the task used here. Additionally, there are thematic connections to the results that 

warrant exploration. For instance, future research could investigate other data categories to separate the 

findings from the specific context of temperature data. The latter could involve examining 

environmental data (e.g., precipitation), traffic data, or personal data, as well as exploring the 

transferability of skills from analyzing one type of dataset to another. Moreover, the insights gained 

about the importance of personal data collection offer potential for enhancing data literacy among 

students. Evaluated teaching units designed to strengthen the sub-skill of data collection could 

encourage teachers to incorporate the sub-skill into school curricula more thoroughly. That represents 

just one of many possible options for transferring research findings on data literacy into practical 

applications in education, thereby supporting the effective teaching of data literacy. 
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