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The Methods of Data Analysis 1 course at the University of Toronto is a theoretical and applied 

presentation of linear regression with a heavy emphasis on the use of the R statistical software. 

Prerequisite competence in inference and R programming vary dramatically, causing many students to 

struggle with new material. To address this disparity, learnR modules were developed for five course 

topics to provide guided practice in programming and review of relevant prerequisite topics. The 

modules further present new course concepts commonly misunderstood in an exploratory manner prior 

to formal introduction in class. The goal of these modules is to create opportunities for low-stakes R 

practice, review of concepts needed to build further notions in the course, and to develop an intuitive 

understanding of the theory and core concepts of linear regression. We anticipate students will gain 

confidence in the necessary skills to be successful in the course. 

INTRODUCTION 

In the current data landscape, students graduating with a statistics degree are required to be 

proficient in data analytical skills in at least one statistical software in addition to having comprehensive 

knowledge of common statistical methods (Nolan & Temple Lang, 2010). However, in programs where 

students have substantial choice in their statistics courses and program streams such as at the University 

of Toronto, situations arise where students entering required upper-year statistics courses vary in their 

exposure to statistical software and in their depth of prerequisite knowledge of statistical inference. 

Without consistent integration of statistical software and data analysis in early statistics courses 

alongside instruction focusing on formulae and calculation, students face steep learning curves when 

confronted with a course that requires a solid foundation in these areas to be successful (Tucker et.al., 

2022).  

One such course is the Methods of Data Analysis 1 course that teaches linear regression analysis 

with a central focus on theory, application of methods with software, and communication of analytical 

results to various stakeholders. As a consequence of the inconsistent exposure to statistical programming 

and communication, students frequently struggle with course concepts such as appropriate interpretation 

of results (Peterson & Ziegler, 2021) or the importance of assumptions for valid inference (Greenland 

et.al., 2016), while having difficulty transferring what they learn through instruction to an application 

with statistical software (Tucker et.al., 2022). The goal of this project was to create a series of learnR 

modules (Aden-Buie et.al., 2023) in the form of self-paced worksheets involving knowledge-check 

multiple choice questions and code chunks for completion of provided R code that aim to build an 

intuitive understanding of commonly misunderstood course concepts prior to their formal instruction.  

The use of software and computers for the purpose of teaching has grown in popularity to the 

point where there is an abundance of resources available to instructors. Laviolette (1994) noted the 

potential for software to be a valuable teaching tool for linear regression concepts for its graphical 

abilities. Recently, Shiny applets (Chang et.al., 2021) have gained in popularity for their interactivity 

and ability to allow students to explore statistical concepts on their own. Many such Shiny applets focus 

on concepts related to probability theory and basic statistical inference (Doi et.al., 2016). However, 

some exist that address more complicated topics, such as linear and logistic regression, time series, 

stochastic processes (Wang et. al., 2021), and extreme value distributions and analyses under a Bayesian 

framework (Fawcett, 2018). Others have developed software outside of the Shiny framework for 

teaching linear regression concepts (Marasinghe, Duckworth, & Shin, 2004), or further topics for 

probability and inferential statistics using learnR (Stoudt, Scotina, & Luebke, 2022). Few address the 

linear regression concepts with which students in this course have historically struggled. Further, Shiny 

applets do not allow students to gain practice in coding and equalize the R programming experience of 

the students while simultaneously exploring the course concepts. The modules outlined in the remainder 

of the paper are designed to fill this unique role. 
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OVERVIEW OF LEARNR MODULES 

Table 1: Current series of learnR modules in development for commonly misunderstood linear 

regression concepts. 

Module Title Overview of Module Tasks Motivation 

1. Motivating the

Regression Line of

Best Fit

Display scatterplot, conditional means, and line of best fit 

for a given dataset, and connect mathematical notion of a 

slope of a line to the line of best fit displayed. 

Safner (n.d.) 

2. Interpretation and

Use of Indicators and

Interactions

Estimate simple linear relationships in subgroups and 

visualize on scatterplot. Compare difference in 

slopes/intercepts in simple models to estimated coefficients 

from a multiple linear model in which subgroup variable 

included. 

Peterson & 

Ziegler 

(2021) 

3. Impact of Violated

Assumptions on

Confidence Intervals

Execute a simulation study on the coverage of confidence 

intervals of coefficients under satisfied assumptions, and 

upon violation of each assumption of linear regression. 

__ 

4. Understanding

Multicollinearity

Generate data with varying levels of correlation between 

different predictors and visualize the changes in confidence 

interval widths/significance of coefficients. 

Waskom 

(2021) 

5. Visualizing

Problematic

Observations

Use scatterplots and delete-one models to visualize the 

changes leverage points, outliers, and influential points 

have on estimation in linear models. 

Dudek 

(2016) 

Figure 1: Screenshot of the landing page for learnR Module 1: Motivating the Regression Line of Best 

Fit. Includes setup for the data to be used, and a knowledge check question on estimation, with 

feedback for each answer. 
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Table 1 summarizes the modules that have been developed or are in development as part of the 

first round of this project. These five areas were chosen as they are either concepts that past iterations 

of the course have highlighted as difficult concepts for students to explain or interpret correctly (e.g., 

modules 1, 2, and 3) or are concepts that would benefit from further illustration to gain a deeper 

understanding (e.g. modules 3, 4 and 5). All modules were adapted from existing R Markdown code 

used in previous iterations of the course in live-coding sessions (Çetinkaya-Rundel, 2021) during class 

to illustrate concepts and to see applications of the methodology to a dataset. Many of the original live 

coding frameworks were inspired by applets or the work of others (see Table 1).  

Each learnR module features on its landing page an introduction or motivation to the module 

and a multiple-choice question meant to encourage recollection of a specific concept from a prerequisite 

course needed for the module. For example, Figure 1 showcases the landing page for Module 1, in which 

the students would work through the four sections of the module to discover through data exploration 

and visualization that a simple linear model not only estimates a linear association between two 

variables, but specifically estimates the change in conditional means arising from unit increases in the 

independent variable. In this instance, the knowledge needed to begin the module is an understanding 

of the concept of estimation, sampling variation, and the distinction between a sample and a population. 

Each knowledge check question allows for multiple attempts to be made to encourage students to use 

the feedback from incorrect answers to revise their understanding of the concepts before moving 

forward. 

Figure 2: Screenshot of Module 1: Motivating the Regression Line of Best Fit displaying worksheet 

code chunks with two styles of hints for completing the requested code. 
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 As students work through the module, they will have explanations of topics and tasks provided 

in the form of both examples and code chunks that have been pre-populated with template code and 

clear gaps students are asked to complete. Hints and solutions, as seen in Figure 2, can be provided to 

guide students through the worksheet. These hints can be in the form of an R chunk in which traditional 

code and syntax can be written and copied into their worksheet, or in the form of text. The text-based 

hint displays below the working code chunk, while the code-based hint displays above their working 

code chunk and overlaps instructions (see Figure 2). The advantage of the code-based hint is that 

multiple sequential hints can be included, allowing students to break down more complicated coding 

tasks into individual pieces, each with an associated hint to guide them towards an answer. 

  

 
 

Figure 3: Screenshot of the final coding task (shown as completed) in the Motivating the Regression 

Line of Best Fit learnR module. 

 

Each module is meant to be completed prior to any formal discussion or instruction on each 

topic so as to build a visual and intuitive understanding of the concepts that would serve as a basis for 

understanding the theory. In the case of Module 1, students would not know yet how the line of best fit 

they are asked to draw (see Figure 3) is determined. But through discussion and estimation of conditional 
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means, along with the plots they have created, it should be clear that this line of best fit connects these 

conditional means (more or less). The goal is that this process would illustrate why the correct 

interpretation of the linear regression coefficients involves the mean response since they have visually 

confirmed this concept in a sample. 

 

DISCUSSION 

 The goal of this project was to create a series of low stakes R practice modules in the format of 

self-contained guided learnR worksheets to address the different levels of coding experience of students 

in this course. We anticipate that students lacking experience in R will benefit the most from these 

modules as they are intended to equalize coding experience across students, and in-class live-coding 

sessions have received feedback to this end. However, the modules have the potential to be valuable to 

all students in the course as they have been integrated into the course material with the intention of 

strengthening the connection between the theoretical results presented in lecture and a conceptual 

understanding of the methodology (Garfield, 1995). This was done not only to develop student intuition 

but also to further integrate programming as a tool for learning and understanding (Tucker et.al., 2022) 

and subsequently to reduce the cognitive load for students through these guided and partially complete 

worksheets (Stoudt, Scotina, & Luebke, 2022).  

The learnR modules are slated to be introduced as a pilot in the Fall 2023 academic offering of 

the Methods of Data Analysis 1 course. They will form part of the guided pre-work (Talbert, 2017) 

alongside lecturette videos meant to be completed by the students at the start of each weekly module in 

a flipped environment. In the meantime, additional modules are being planned to complete a 10- to 12-

week sequence of learnR modules that would accompany each module of the course. Formal assessment 

of the usefulness of these modules and to ensure that they satisfy the original goal of the project will be 

performed in the upcoming academic terms, pending ethics approval.  
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